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Al is already here

The Al wave is a tsunami

It is already reshaping how we work and creating unprecedented opportunities
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Al can help create more value

Al is now almost everywhere

Industrial Al for safety-critical applications is in the making....
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Artificial Intelligence

But what is Al really?

Al can be both rule-based and machine learning (and normally a combination)
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Al risks

Al risks are of a different nature
Risks originate along all building blocks of Al

Volume Learnings/dynamics

Quality Explainability

Bias Correlation vs causation
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Al and risk management of assets

Al challenges our conventional risk approaches

Safety-critical applications need to be trusted

Requirements
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Independence and Fail-safe
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Ways to ensure trustworthy Al

Steps towards trustworthy Al has been made

One challenge still remains — how to put these legislations into practise

The EU Al Act Biden’s Executive Order Bletchley Park Al Summit

THE WHITE HOUSE e
Q

Executive Order on the Safe,
Secure, and Trustworthy
Development and Use of Artificial
Intelligence

resident by the Constitution and

1Y

01/11/2023. Bletchley, United Kingdom. Prime Minister Rishi Sunak poses for a family photo with world leaders and business

people on day two of the UK Al Summit at Bletchley Park. Picture by Simon Dawson / No 10 Downing Street

Trustworthy and Responsible Al: Conformity assessments and testing
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Assurance-based design

Building and assuring becomes more connected

Independence still crucial, but takes a slightly different form
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Al we can trust and assure

1. Building trust into Al algorithms

Bringing all knowledge into Al — not just data

Smence-gmded Al Uncertainty-aware Al Causal Al
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» Combine physical-models with data- * Understands cause-and-effect

driven models (“hybrid-models”) » Al that knows when it is uncertain

+ Distinguishing correlations and
* Avoid confident mistakes causation

* Include physical constraints into Al

* Tells you when you cannot trust it » Distinguishing observation from
intervention

» Use synthetic data for safety-critical
scenarios with little data
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Assurance of systems with Al

2. Assure using proper approaches

A combination of technology qualification, risk assessment and assurance case is used

DNV

RECOMMENDED PRACTICE

DNV-RP-0671 Edition September 2023

Assurance of AI-enabled systems

DNV AS
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Respect stakeholder’s
interests and ethics

Stakeholder
focus

Continuous assurance Assurance case

Life-cycle Evidence-
perspective

based
argumentation

Assurance
process

Risk-based effort and Risk and Systems
closing knowledge uncertainty approach

Understand emergent
gaps

behaviour in complex
systems

Facilitate collaboration
among actors

Assure

DNV



Assurance of systems with Al

Assure
A combination of technology qualification, risk assessment and assurance case is used
v DNV: Recommended Practice: . X + = X Department for Science,
C Mm@ & wwwgovuk/ai-assurance-techniques/dnv-recommended-practice-assurance-of-ai-enabled-systems g ® o o0 : Innovation and TeChnOIOgy (DSIT)
o Loseto et e - Centre for Data Ethics and
Innovation (CDEI)

DNV: Recommended Practice: Include description of the RP and
Assurance of Al-enabled systems links to dnv.com:

Case study from DNV. ° Dlgltal trust by DNV

« Artificial intelligence

From: Centre for Data Ethics and Innovation and Department for Science, Innovation
and Technology

Published 12 December 2023 Li n kS tO gOV. U k:

https://www.gov.uk/ai-assurance-techniques/dnv-
recommended-practice-assurance-of-ai-enabled-systems

Sector: Agriculture, Forestry and Fishing (SIC Code Section A), Mining and

Quarm (SIC Code Sectlon B), Manufacturing (SIC Code Section C), Energy &

™ https://www.gov.uk/quidance/cdei-portfolio-of-ai-

assurance-techniques
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https://www.gov.uk/guidance/cdei-portfolio-of-ai-assurance-techniques
https://www.gov.uk/guidance/cdei-portfolio-of-ai-assurance-techniques

Trustworthy and Responsible Al

Summary

By designing proper Al and using novel assurance approaches we can have sufficient trust in Al

0 Al is difficult to trust initially Q Build Al that can be trusted a Assure so you can trust it

Requirements

Barriers and barrier status

Hozarss

Independence and Fail-safe
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Management of change
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Science-guided Al

Uncertainty-aware Al

Causal Al

Respect stakeholder's
interests and ethics

Stakeholder
focus
Continuous assurance
Life-cycle
perspective = n
Assurance
process.
Ris ‘k bas Kde ‘o:and Systems
closing knowledge approach; t n(‘e stand emergent
gaps
r in complex

Facilitate collaboration
among actors

Assurance case
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WHEN TRUST MATTERS

Thank you fo rou r kind attention.

Visit

Frank.Borre.Pedersen@dnv.com
Mobile +47 90552666

www.dnv.com
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http://www.dnv.com/research
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